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Abstract

The effective energy consumption of various network devices is currently poorly understood.
As a result, it is unclear whether it is possible to optimise the energy usage of network equipment
in the context of sustainability. This thesis helps to address this issue by proposing a framework
that characterizes the power draw of network switches through experimental methodologies. By
applying the framework to 3 commercial data centre switches, trade-offs between performance and
energy are identified. Furthermore, by collecting more power data from different network devices,
energy-related trends may be discovered.
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Chapter 1

Introduction

1.1 Motivation

Adapting Internet technologies to be more energy efficient is becoming an increasingly important
topic. Optimising network equipment to consume less energy helps address this issue. However,
there is currently a lack of understanding of the actual power and energy consumption of various
network devices.

What poses a bigger problem is how we can acquire such power data. Most often, datasheets
only provide the maximum power data required for dimensioning the power supply, even though
the actual power draw is typically much lower. Nonetheless, they provide a rough estimation of
what we can expect, but for a fine-grained analysis of the power usage, we need a more in-depth
process to obtain this information. One way to do this is to design a power analysis framework for
network devices, which this thesis is dedicated to.

Concretely, for this project, we set ourselves with the following constraints:

1. With the framework, we want to answer the following questions: Given a specific traffic load,
how much power does a given L2 switch draw? Can we optimize it to consume less energy?

2. We want to design a framework that can be applied to a large set of network switches. We
envision the framework to be used to collect power data which are then shared in a public
database.

3. The framework should be easy to set up. Therefore, we want to avoid requiring specific
hardware for the framework (mainly hardware-based traffic generators used in prior work).

1.2 Task and Goals

There are two ideas for designing the framework to meet the constraints. The first idea is to design
an energy-related benchmark, and the second is the design of a power modelling framework. Of
these two options, we decided on the modelling approach. Both subtly differ in answering the
questions in the first constraint mentioned above, which we discuss next.

To be precise, the first approach is to design a benchmark whose main objective is to compare
energy-related metrics of network devices in a competitive sense and assess their impact in a real
system. That is, we design a benchmark with a set of carefully selected metrics and profiles that
we run on our devices under test (DUTs). The results of the benchmark then allow us then to
compare the key performance indicators of the DUTs. For instance, switch A is 20% more energy
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1.3. OVERVIEW 2

efficient than switch B for IPv6 workload. This type of benchmark helps us answer questions such
as how energy efficient is this device? or which device is best for my workload? On top of that,
such benchmarks might incentivize vendors to develop more energy-efficient network equipment.

The second answer is to design a power modelling framework whose primary focus is providing
a comprehensive power characterisation of a network device. One way to do this is to propose a
power model and determine its parameters through specific methodologies. It allows us to get a
better understanding of what component contributes how much to the total power of the network
device, and could also encourage network operators to configure their deployed network equipment
in a more energy-efficient manner. In other words, this type of benchmark would answer what
if -questions such as how much energy could we save, if we were to configure switch A this way?

Of these two approaches, we are focusing on the power modelling framework since it is a missing
piece for network-wide energy optimization. Hence, the main contributions of this work are the
following:

• We present a power model intended for L2 switches and define methodologies to determine
the model parameters robustly.

• We implement the framework using an external power measurement tool, as well as one server
running Cisco TRex Traffic Generator fuelled by Data Plane Development Kit (DPDK).

• We test the framework process by applying it to three commercial switches intended for data
centres and derive their respective model parameters.

1.3 Overview

The report is organised as follows: Chapter 2 provides insights into related work. In Chapter 3 we
present the power model and the methodology to derive the model parameters. In Chapter 4 we
then describe the implementation of our framework. The evaluation of the DUTs is presented in
Chapter 5. Finally, we discuss the topic of future work in Chapter 6.



Chapter 2

Related Work

This chapter provides background on power measurement and power modelling of network devices
in Section 2.1. We then elaborate in Section 2.2 on existing benchmarks dedicated to network
devices. This includes the choices of energy-related metrics and methodologies.

2.1 Power Measurement and Power Modelling

Several power measurements of switches and routers have been done by academic groups. Some of
these groups have also proposed an empirical power model based on their findings.

For example, the authors of [29] have studied the energy consumption of a NetFPGA-based
router. And in our previous work, we profiled the power usage of an Intel Tofino switch [31]. The
measurement results show similar findings that the energy consumption of network devices varies
depending on the number of active ports, the amount of traffic load, and the packet sizes within
the load. Moreover, specifically for the Intel Tofino switch, the power varies with the complexity
of the data plane program.

Furthermore, authors from [24] and [37, 38, 36] have measured the power draw of network
devices and proposed power models based on the traffic load. These models share the common
properties that on top of the idle power, which we refer to as static power in this report, two
factors affect the power draw of a network device. Specifically, in a traffic load scenario, there is
an energy cost for processing a bit, and additionally, there is a cost for processing a packet.

In this thesis, the power model consists of two major parts, namely the static and the dynamic
power. The dynamic power, in which traffic load is processed, is based on the models from [24, 37,
38, 36], whereas the static power is based on the measurement results from [29, 31]. The details of
the power model are further explained in Chapter 3.

2.2 Network Device Benchmark

Currently, there exist several proposals on benchmark methodologies for network devices in the
form of RFCs [18, 3, 26, 30, 28]. Note that these RFCs provide information to the Internet
community, and do not specify an Internet standard of any kind. Moreover, these RFCs assess the
performance of the main functionalities of network devices and quantify them; thus, some of the
technical reports share similar metrics such as throughput, latency, or frame loss rates. On top
of that, further definitions of metrics are extended in other technical reports [25]. However, these
reports did not consider any energy metrics, as the topic of sustainability was not their primary
focus.
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2.2. NETWORK DEVICE BENCHMARK 4

As a remark, there exists an expired RFC draft from 2013 about benchmarking power usage
of network devices [34]. And currently, another RFC draft is written regarding the topic of Power
and Energy Efficiency [32].

Mahadevan et al. [33] published a power benchmark framework that assesses the efficiency
of network devices by evaluating the power draw based on the device’s utilisation. However, it
seems that the framework has not been published. Furthermore, standardization committees such
as the ETSI [12], the ITU-T [10, 13], and the ATIS [17] have specified methodology procedures and
metrics to assess the energy efficiency of network devices which we discuss next.

Metric

The authors of [27] have presented an excellent summary of various energy-related metrics including
those of Mahadevan et al., [33] the ITU-T [10, 13], and the ATIS [17].

In particular, most of the metrics describing the energy efficiency of network devices quantify the
efficiency as a value which relates the units of watt and Gbps together. One example is the metric
called Energy Consumption Rate, or ECR for short. According to ITU-T this metric describes the
power required to move one gigabit worth of line-level data per second and is therefore expressed
in units of W

Gbps . There are other variations of this metric such as the Energy Efficiency Rate, or
EER, which is simply the inverse of the ECR. Moreover, the ATIS specification, this metric is also
called TEER, or Telecommunication Energy Efficiency Rating, which describes the ratio of ”useful
work” to power consumption.

The problem with ECR is that it is determined from a single power measurement setup at
maximum load. It is derived by dividing the measured power by the maximum throughput in
that measurement. Hence, any information about the static power when no load is applied is not
considered. Concretely, we do not know how much power a device uses in its idle state where no
traffic is involved.

To address this issue the ITU-T specifies another variation of the ECR which is called the
Weighted Energy Consumption Rate, or ECRW. This metric uses additional weighting terms that
reflect the expected workload (including the idle state) of the device class to represent a more
realistic Energy Consumption Rate value.

Furthermore, Mahadevan et al. define an energy metric called the Energy Proportionality Index
or EPI, which describes the energy proportionality based on the energy consumption at idle and
peak utilization. It is expressed in percentages. A device with an EPI of 100% essentially means
that all of its power usage is load-dependent. Meanwhile, a device with an EPI of 0 means that its
total power usage is load-independent and is constant. However, as mentioned by Mahadevan et al.,
the EPI does not necessarily translate into energy efficiency, as this metric alone does not contain
information about how much power is effectively required for a given load. Thus, Mahadevan et
al. additionally use the ECR metric (called NormalizedPower) in their benchmark.

Another problem with the ECR metric is the fact that from previous works mentioned in
Section 2.1 there is an observation that the power of network devices scales over both bit rate and
packet rate. ECR only considers the bit rate and ignores any information about the packet rate.

Finally, we note that the metrics described here are more appropriate for an energy benchmark,
rather than for a power modelling framework. For our project, instead of evaluating metrics, we
determine power model parameters for each of our DUTs.
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Methodology

Another aspect to consider is how to send high-volume traffic such that the switch is sufficiently
utilized. This can be challenging given that modern switches can handle multiple ports at 100 Gbps
line rate. Most of the related work mentioned previously in Section 2.1 relied on hardware-based
traffic generation tools to generate load over a set of ports. In this thesis we avoid this, however, we
do require Network Interface Cards (NIC) that utilize DPDK [8] to generate high-volume traffic.

Other than that, Mahadevan et al. used a less expensive method through a loopback technique
by assigning a set of loopback ports on the DUT: Two ports are reserved to receive and return
loads from traffic generators. By generating traffic with broadcast addresses, the generated traffic
is broadcast within the DUT which then ensures that all loopback ports are utilized. In our work,
we use a similar method that requires loopback ports, although we do not rely on generating traffic
with broadcast addresses to distribute the load among the ports. To be more precise, in our project,
we send the load along a snake-like path over the DUT, which requires loopback ports and VLAN
functionality on the network switch. In fact, the method for performing this so-called snake test
comes from the RFC 8239 [26], which we describe further in Section 3.2.



Chapter 3

Design

This chapter presents the power modelling framework. This includes the power model in Sec-
tion 3.1, and the methodology for determining the power model parameters in Section 3.2. A list
of recommended points to be reported for the measurement is described in Section 3.3. Finally, we
discuss the granularity of the power model in Section 3.4. This includes a discussion of parameters
we thought of including in the model and why we decided not to.

3.1 The Power Model

The power model of an L2 switch is based on similar findings from previous power measurements
described in Section 2.1 and additional empirical measurement results during this project. Our
assumption is that the switch is a single-linecard device. We describe the total power of the switch
using the following equations:

In short, Eq. (3.1) describes the total power of the switch that is based on the static and dynamic
power. The former, Psta(C), depends on the device configuration, denoted by C and the latter,
Pdyn(C,L), depends on both device configuration and the total traffic load denoted by L.

Pswitch = Psta(C) + Pdyn(C,L) (3.1)

Psta(C) = Pbase +

Nport,active∑
i=0

Pport,sta(c(i)) (3.2)

Pport,sta(c(i)) = Pport,switch(c(i)) + Ptrx(c(i)) (3.3)

Ptrx(c(i)) = Ptrx,plugged + Ptrx,active(c(i)) (3.4)

Pdyn(C,L) =

Nport,active∑
i=0

(Pport,dyn(c(i), l(i)) + Pport,offset(c(i))) (3.5)

Pport,dyn(c(i), l(i)) = Eb(c(i)) · r(i) + Ep(c(i)) · p(i) (3.6)

Furthermore, Eqs. (3.2), (3.3) and (3.4) describe the static power and Eqs. (3.5) and (3.6)
describe the dynamic power respectively in more detail which we explain in the following.
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3.2. METHODOLOGY 7

Static power: Eqs. (3.2), (3.3) and (3.4)

The static power in Eq. (3.2) consists of two parts, namely, the base power of the device Pbase, and

the power of the active ports described as a sum
∑Nport,active

i=0 Pport,sta(c(i)). In this report, we refer
to an active port as an interface that is enabled and in a state where it is ready to send and receive
traffic. Depending on the configuration of an active port i, e.g., its line rate, denoted as c(i), the
power cost of that active port may vary.

To be more precise, the cost of an active port is modelled by two components in Eq. (3.3):
There is a portion of the power cost that comes from the switch side Pport,switch(c(i)), and a second
portion that is required to power the transceiver Pport,trx(c(i)), which may be zero in the case of
passive transceivers.

The transceiver power is described in Eq. (3.4) where it consists of two components, mainly, in
the case where we simply plug it into the network device Ptrx,plugged, and a second part Ptrx,active(c(i))
where it is enabled while its corresponding port is active. This equation is based on results we ob-
served in our previous work [31], as well as on empirical results we observed during this project.

The details of why we choose to model the transceiver part are discussed in Section 3.4.

Dynamic power: Eqs. (3.5) and (3.6)

The dynamic power is shown in Eq. (3.5) and is based on the work in Section 2.1. It describes
the power as a function on the active ports that are currently forwarding traffic load denoted as
l(i). To be more precise, in Eq. (3.6) we have for each active port i an energy cost to process
one bit Eb(c(i)) multiplied by the sum of the input and output bit rates r(i) on that particular
port. Similarly, we model an additional energy cost to process a packet Ep(c(i)) multiplied by the
summed input and output packet rate p(i) at port i.

Eb(c(i)) represents the energy cost of sending or receiving bits, while Ep(c) is the energy required
to process a frame over the interface. This includes header processing tasks, as well as table lookups.
Note that these energy costs can vary depending on the configuration of the port c(i).

The last term Pport,offset(c(i)) in the dynamic power describes a power offset, when low traffic is
being processed at port i. This term is added to the model based on empirical results we observed
in our measurements. This is discussed further in the evaluation in Chapter 5.

Lastly, we note that there is no transceiver power in Pdyn(C,L) as we assume the transceiver
power is constant and independent of load. This is further explained in Section 3.4.

3.2 Methodology

To determine the power model parameters, we require a tool that measures the total power of the
DUT. On top of that we also require traffic generation to evaluate the dynamic power parameters.
More detail about the tools we used is described in Chapter 4. If plug-in transceivers are used,
we assume all transceivers to be of the same type. This is not a fundamental limitation but it
simplifies the measurement methodology.

To determine all the previously mentioned power model parameters. We propose the following
measurement methods:

Static power: Eq. (3.2)

Unless specified otherwise, we assume that the traffic ports are already physically connected to
other endpoints on another switch.
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As a reminder, we consider a port to be active if it’s enabled and in a state where it is ready to
send and receive traffic. Otherwise, a port is considered to be inactive. In this case, the port must
be shut down, and if this port is connected to another endpoint, then that endpoint must also be
shut down.

Pbase: We measure the power of the device in a state where all ports are inactive. If traffic ports
feature transceiver modules, disconnect them (as they are considered in term Ptrx,plugged described
later). Management interfaces are allowed to be active. The base power Pbase corresponds to the
measured value.

Pport,sta(cj): This power represents the cost of an active port configured with cj . We measure
the power of the device over several iterations, where in each iteration we configure a certain number
of active ports equally with cj . This means that for a switch with n connected ports configured
with cj , we measure the device’s power with 0, 1, 2, ..., n− 1, n active ports.

Another method is to connect ports in pairs in loopback and measure the power with 0, 2, 4, ..., n−
2, n active ports configured with cj , where each pair of loopback ports is either active or inactive.
This allows us to determine Pport,sta(cj) without the need for a second connected switch.

We relate the total power of the device to the number of active ports and then use linear
regression to determine the cost of an active port configured with cj . The slope of the linear fit
represents the cost Pport,sta(cj).

Regarding the concrete measurement procedure, we randomise the order in which we activate
the ports (or pairs respectively) over the iterations. For instance, in the first iteration, we activate
4 ports, in the second we activate 0 ports, in the third we activate n ports, etc. Note that we also
randomise which ports (or pairs) we activate within the iteration.

Static power including Transceivers: Eqs. (3.3) and (3.4)

In the case of transceivers, we require additional steps to determine its power portion Ptrx(c(i))
which is discussed next:

Ptrx,plugged: This term represents the power cost of one transceiver if plugged into the switch
and inactive. The setup is similar to measuring Pbase where all ports must be inactive. The only
difference is that we additionally plug a set of n equal transceiver types to the DUT and connect
them to other endpoints. Note that the transceiver interfaces must also be inactive. We measure
the power of the device and subtract the measured value from the previously measured base power
Pbase. This in turn gives us the power required for powering n transceivers when plugged. Finally,
we divide this power by n to determine Ptrx,plugged.

Ptrx,active(cj): This term represents the transceiver power in an active port configured with cj .
To determine this value, a second switch with compatible transceiver interfaces is required. To
determine this parameter we first perform the measurement to determine Pport,sta(cj) as described
above (this part can be done without a second device by looping ports in pairs).

We then repeat the same measurement procedure to determine Pport,sta(cj) on our DUT with
the second device. The only difference is that during the iterations, all connected ports of the
second device are always disabled, regardless of whether we enabled or disabled a port on the
DUT.

This way we determine the cost of a port from the switch side Pport,switch(cj). This is because
the transceiver cannot communicate with its other endpoint (as we shut them down) and is therefore
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not active.
From the total cost of a port Pport,sta(cj) we subtract the port cost from the switch side

Pport,switch(cj), which in turn gives us the power of the transceiver Ptrx,active(cj). Hence, Ptrx,active(cj) =
Pport,sta(cj)− Pport,switch(cj).

1

Dynamic power: Eqs. (3.5) and (3.6)

Pport,dyn(cj , l(i)): In order to derive the energy per bit Eb(cj) and energy per packet Ep(cj) param-
eter for a given port i with configuration cj , we use a similar derivation presented by Vishvanath
et al. [38]. For the remainder of this report, we use the terms packet and frame interchangeably,
as the focus of this project is about Layer 2 switches. Note that in this report we use the word
packet to refer to an L2 frame.

We run multiple iterations of measurements, utilising a set of equally configured ports, by
forwarding traffic load over a range of traffic rates, and over multiple frame sizes. We first present
the derivation of the energy parameters Eb(cj) and Ep(cj) for port i configured with cj :

Pport,dyn(cj , l(i)) = Eb(cj) · r(i) + Ep(cj) · p(i) (3.7)

r(i) corresponds to the summed input and output L1 bit rate whereas p(i) corresponds to the
summed input and output L2 frame rate at port i. Thus, p(i) and r(i) are related by the equation:

p(i) =
r(i)

8 · (L+ 20)
(3.8)

L is the frame size in bytes, and the 20 additional bytes come from the preamble, interpacket-gap,
and start frame delimiter [21]. This is required since we relate L1 rate to L2 frame sizes. Plugging
Eq. (3.8) into Eq. (3.7) we obtain:

Pport,dyn(cj , l(i)) = Eb(cj) · r(i) + Ep(cj) ·
r(i)

8 · (L+ 20)
(3.9)

The first derivative with respect to r(i) returns

∂Pport,dyn(cj , l(i))

∂r(i)
= Eb(cj) +

Ep(cj))

8 · (L+ 20)
(3.10)

By keeping the frame size L constant, we assume that by increasing the rate r(i), the dynamic
power of the port scales linearly. In other words, we assume that for a fixed L, the dynamic power
has the form:

Pport,dyn(cj , l(i))L = aL · r(i) + bL (3.11)

and therefore,
∂Pport,dyn(cj , l(i))L

∂r(i)
= aL (3.12)

Note that the coefficient aL is derived experimentally by measuring the power of the device for a
range of rates and for a fixed frame size L, and is then estimated with a linear fit. Eqs. (3.10)
and (3.12) are the same, thus:

Eb(cj) +
Ep(cj)

8 · (L+ 20)
= aL (3.13)

1To determine Ptrx,active(cj), we use formula Ptrx,active(cj) = Pport,sta(cj) − Pport,switch(cj) described in the
methodology. We are aware that this equation does not correspond exactly to Eqs. (3.3) and (3.4) in the power
model (due to the missing Ptrx,plugged). However, we describe the model in Section 3.1 this way because we prefer
to group the transceiver power portion together in one term.
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or equivalently:
8 · L · Eb(cj) + 8 · 20 · Eb(cj) + Ep(cj) = 8 · (L+ 20) · aL (3.14)

This equation describes the total energy consumed per frame as a function of the frame size L.
The left hand side is a linear function in L where 8 ·Eb(cj) is the slope, and 8 · 20 ·Eb(cj) +Ep(cj)
is the intercept. The right hand side is derived experimentally by selecting a set of frame sizes
L, and determining the coefficient aL for each frame size described in Eq. (3.12). Hence, on the
right-hand side, we plug in L and the corresponding estimated aL and obtain several data points.
To determine the slope and the intercept on the left hand side in Eq. (3.14) we use linear regression.
And from this, we have two equations to derive the two unknown energy parameters Eb(cj) and
Ep(cj). In Appendix A we show some plots visualizing the derivation of the energy parameters
from one of our DUTs as an example.

Note that this derivation is the case for one port i configured with cj . Since we describe the
dynamic power as a sum of ports, this is not a problem, as we can send traffic over multiple equally
configured ports with cj and divide the measured slope aL by the number of utilised ports to get
the coefficient for a single port.

Moreover, the traffic should indeed be sent over multiple, equally configured ports of the DUT
to ensure that we can measure a larger power difference over the range of traffic rates to get a
better estimate of aL. To ensure this, we use the so-called snake test described in RFC 8239 [26].
This setup allows us to generate bi-directional traffic over two ports, which is then forwarded over
a set of ports configured with cj on the DUT. In this report, we refer to this as the snake test.
From the RFC 8239:

Alternatively, when a traffic generator cannot be connected to all

ports on the DUT, a snake test MUST be used for line-rate testing,

excluding latency and jitter, as those would become irrelevant. The

snake test is performed as follows:

- Connect the first and last port of the DUT to a traffic generator.

- Connect, back to back and sequentially, all the ports in between:

port 2 to port 3, port 4 to port 5, etc., to port N-2 to port N-1,

where N is the total number of ports of the DUT.

- Configure port 1 and port 2 in the same VLAN X, port 3 and port 4

in the same VLAN Y, etc., and port N-1 and port N in the same

VLAN Z.

This snake test provides the capability to test line rate for Layer 2

and Layer 3 [RFC2544] [RFC3918] in instances where a traffic

generator with only two ports is available. Latency and jitter are

not to be considered for this test.

As for the concrete measurement, we measure the power of the device in iterations where we
send a given load over a range of the Cartesian product of frame sizes and bit rates in the snake
test. In our project, we used a range of 10 rates, and 10 frame sizes depending on the line rate con-
figuration of the ports. All utilised ports are configured equally with cj . And with the previously
described derivation, we determine the energy parameters Eb(cj) and Ep(cj).
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Pport,offset(cj): This term describes an offset of the dynamic power for a port configured with
cj when low traffic is processed on that particular interface. We observed for our DUTs that when
deriving the slope aL, the data point at 0 Gbps did not always match the linear behaviour in
Eq. (3.12). We replace the power at 0 Gbps with the power at which we send small amounts of
traffic and measure the difference as Pport,offset(cj).

2 The power at this rate fits better with
the linear behaviour of the rate and adds another potential data point to derive the coefficient aL.
More details on this observation is shown in the evaluation in Chapter 5.

Concretely, the offset is derived during the snake test where we additionally add 2 more data
points to the measurement. That is, including the 100 data points from the Cartesian product
of traffic rates and frame sizes, we also measure the power of the device where no traffic is sent,
and where low traffic, e.g., 1 frame per second (pps) for a frame size of 1500 bytes, is sent. The
difference in power between these two cases divided by the number of ports used in the snake test
corresponds to the port offset Pport,offset(cj). And as previously mentioned, we replace the power
at 0 Gbps with the power at 1 pps and use it as an additional data point to determine all aL.

3.3 Report

It is important to be able to replicate the evaluated parameters. Hence, we recommend reporting
the following points:

• The type of transceiver, if used, and the type of cables used to connect the DUT.

• Other configurable hardware characteristics of the DUT, e.g., fan or power modules.

• The ambient temperature during the measurement.

More details and why we recommend these points are discussed in the next section.

3.4 Granularity of the Model

The difficulty in choosing a power model is to find a model that is accurate enough to give us
information about the effective power draw of the switch, and at the same time, is applicable to a
large set of DUTs. Having a too fine-grained power model may also increase the burden on the user
of the framework as it might require more measurements that could be harder to set up, given that
we measure the total power of the device with an external power meter. One example is discussed
next.

MAC table entries

One idea we initially had in mind for our model was to add a term describing the static power
attributed to the MAC table entries. At the start of the project, we assumed that it would scale
linearly with the number of entries. However, the reason why we decided not to include it in
the benchmark is that later on, we believe this power portion to be constant and independent of
the number of entries, as all table entries in memory are always powered on. And even if there
were a power change depending on the number of entries, the difference would be too small to be
effectively measured with an external power meter tool. On top of that, it would require additional
setup procedures where we had to fill the MAC table entries. This depends on the size of the

2We believe that this assumption is also valid in real systems, as network switches would normally always see at
least some background control traffic.
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table, which varies among devices and may not even be known by the user. Therefore, it could
potentially require additional steps to first find out how large the MAC table is which could be too
cumbersome.

Transceiver power portion

In our static power model analysis, we include the transceiver power as a separate term Ptrx(c(i)),
because the focus of our power model is the switch. If the switch features transceivers, then the
measured power may differ depending on the type of the transceiver modules. Generally speaking,
optical transceivers require much more power than electrical transceivers. Not separating the
transceiver power from the interface power may give us a false impression of the actual cost of a
port for a given switch.

For example, according to the specification of FLEXOPTIX, the total power draw of their
passive 100G Direct Attach Cable (DAC) QSFP28 transceiver is 0.06 W [2]. On the other hand,
the power draw for a 100G Active Optical Cable (AOC) QSFP28 transceiver is 7 W [1].

The main difficulty in separating the transceiver power from the total interface power is that
there is no proper method to measure the transceiver power in isolation, as the measured entity,
the switch, includes both port and transceiver. Therefore, we choose to add additional equations
and methodologies to estimate the transceiver power. However, we note that the methodologies to
determine the transceiver power may not apply correctly to all switches since it depends on the
circuitry of the device.

Unlike the static power, it becomes much more difficult when traffic load is involved. In the case
of dynamic power, we do not know of any method of obtaining an estimate of the transceiver power
by measuring it externally. Thus, our assumption of the transceiver power is that it is constant and
independent of the load, and we only explicitly include the transceiver power in the static power.

Fan and Power Supply Units

Other subjects we have considered to factor in our model are the fan and the power supply units
(PSU), as both components have a non-negligible impact on the measured switch power. Further-
more, modern data centre switches feature hot-swappable fan modules and power supply modules.
Depending on which particular module the switch features, its power contribution can change.

As an example for the fan power of the Wedge100BF-32X [7] network switch, we received data
from the vendor, that the power for a single fan can reach up to 18.84 W at maximum revolutions
per minute (rpm). The device features 5 of these fan modules, whose rpm ultimately depend on
the utilisation of the switch.

As for the power supply unit, or PSU, we are interested in its efficiency. Depending on the load
of the powered device, the PSU may draw more power than the device actually needs. Certification
program like 80 Plus exist to promote energy efficiency in power supply units [20]. Including
the efficiency in our model could help us understand how much the switch effectively requires.
Especially in the case where data centre switches have multiple power supply unit modules for
redundancy. In such a scenario, the loads on both power supply units are lower than in the case
where we only use one PSU module, and lower load typically means lower efficiency.

We decided not to include the fan power and the PSU efficiency in our model because we are
not interested in this level of granularity, as the main focus of our power model lies in the port
configuration. In other words, our power model aims to help optimise energy consumption based
on the interface configuration.
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Assuming we included the fan power in the model and acquired data for some switches, it would
be interesting to investigate whether we can optimise its power draw based on its fan power, i.e.,
by cooling the ambient temperature, especially if it is unclear how much additional power it would
require to cool the room. However, this topic lies beyond the scope of this project. Contrary to
that, we are interested in understanding how we can optimise energy efficiency through configuring
the interfaces appropriately.

On top of that, getting the data for the PSU efficiency and modelling the fan power of a switch
can be challenging. Thus, we recommend reporting the modules, especially if they are swappable,
as well as the device or ambient temperature during the measurement.



Chapter 4

Implementation

This chapter discusses the lab setup for conducting the power modelling experiments in Section 4.1,
and the measurement overview including our DUTs in Section 4.2.

4.1 Lab Setup

Figure 4.1: Final lab setup. Note that at the start of the project, of all DUTs, we only had the
Wedge Switch DUT in the lab setup, which we measured first. Later, we added the Cisco Nexus
DUT to the lab setup on which we applied the power modelling separately. Finally, we added the
Cisco Catalyst DUT to the setup for its power measurement.

Our lab setup shown in Fig. 4.1 includes an MCP39F511N power monitor board [11], an external
power meter which we connect to the power socket, to our DUTs, and our server boilover. We

14
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use boilover to read power measurements and to generate high-volume traffic. We also use the
Wedge100BF-32X, a P4-programmable switch [7, 9, 15], to forward traffic appropriately to some
of our DUTs. In particular, one DUT (a Cisco Catalyst) that does not have QSFP28 interfaces is
instead connected through another DUT (a Cisco Nexus) to receive traffic from the server for the
snake test.

Finally, the testbed is located in a server room that is separated into two compartments: A cold
aisle that is regulated at roughly 19.2 °C for the air intake, and a hot aisle for the exhaust with a
measured average temperature of 21.9 °C.

4.1.1 Devices Under Test

During the project, we applied the power modelling on 3 different network switches. These are the
Wedge100BF-32X [7], the Cisco Nexus 9000 C93108TC-FX [5], and the Cisco Catalyst WS-C3560-
24PS [4]. In this report, we refer to them simply as the Wedge Switch, Cisco Nexus, and Cisco
Catalyst. A summary of the relevant properties is shown in Table 4.1.

It should be noted that the Wedge Switch and Cisco Nexus each have two PSU modules, but
for the power measurement, we powered these DUTs from one PSU each. Moreover, the Cisco
Catalyst features only one PSU.

DUT Series / Hardware Property Release Year Ports

Wedge Switch Programmable Tofino ASIC [9]
2x PFE600-12-054NA PSU

2017 48x QSFP28

Cisco Nexus Cisco Nexus 9000
4x NXA-FAN-30CFM-F Fan Module
2x NXA-PAC-500W-PE PSU

2017 48x RJ45
6x QSFP28

Cisco Catalyst Cisco Catalyst 3560 2004 26x RJ45
2x SFP

Table 4.1: Our DUTs. We report PSU and fan modules if other variants exist for the DUT.

Regarding the QSFP28 transceivers, we used passive Direct Attach Cables (DAC) to connect
the QSFP28 interfaces.

Finally, we configured both Cisco devices with multiple VLANs according to the methodology
to run the snake test in Section 3.2. On the Wedge Switch, however, we programmed the data
plane using P4 [9] and configured the device to statically forward traffic based on which ingress
port the traffic came from. Hence, traffic is forwarded along the snake route without requiring any
VLAN functionality. The P4 code and the configuration of the Cisco devices are public and can be
found in [22].

4.1.2 boilover and Traffic Generation

For the dynamic power analysis, we run Cisco TRex v3.04 on our server boilover, which is equipped
with a Mellanox MCX516A-CCAT ConnectX®-5 Network Interface Card (NIC) [14]. The NIC
has two interfaces and allows us to generate high-volume bi-directional traffic. We decided on
using Cisco TRex since we want to avoid using specialised hardware traffic generation tools for the
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framework. For more details on high-volume traffic generation and specifically to Cisco TRex, we
refer to [35] and [6] respectively.

For the snake test, we write Python scripts to generate stateless traffic over TRex. The load
includes a UDP datagram with fixed, arbitrarily selected source and destination ports (12 resp.
1025) within an IPv4 packet. The source and destination address of the IPv4 packet is set to
2.2.2.2 and 4.4.4.4 respectively, depending on the direction of the traffic flow. Note, however, that
for L2 switches this does not matter.

At the Ethernet layer, we set one fixed source address, 2:2:2:2:2:2, and one fixed destination
address, 4:4:4:4:4:4, and vice versa depending on the direction of the traffic flow. The frame is
additionally padded to generate traffic with specific frame sizes.

Finally, we connect our server boilover to the MCP39F511N Power Monitor Board to read the
power data through the software tool PinPoint. The source code for PinPoint can be found here
[23].

4.2 Measurement Procedure

Using Python and Bash Script, we coordinate the testbed. Moreover, we manually configure our
DUTs remotely via ssh. For the measurement procedure, we followed the methodology described
in Section 3.2.

On PinPoint, we set our sampling interval to 50 ms for all measurements. On top of that,
the measure time of a measurement iteration is 15 seconds. However, there is an exception with
the Cisco Nexus device, where the measurement time is 76 seconds instead. This is due to an
observation of a periodic power pattern on the Nexus in which a specific power pattern repeats
every 76 seconds. This is further elaborated on in Section 5.1.1. We use the median value of
the power data to determine the power for each measurement iteration. Finally, we repeat each
measurement 3 times and use the median value to evaluate the results in the next chapter.

For the static power analysis, we select a set of interfaces to determine the power cost of the
ports over several iterations following the methodology described in Section 3.2. The same applies
to the dynamic power analysis: We select a set of ports utilized during the snake test. Table 4.2
shows a summary of the measurement time, as well as the number of ports we used on our DUTs
to run the tests.

DUT Measurement
Time [s]

Port Type Static Power:
# Ports used

Dynamic Power:
# Ports used

Wedge Switch 15 QSFP28 12 14

Cisco Nexus 76
QSFP28 6 6
RJ45 16 32

Cisco Catalyst 15 RJ45 14 16

Table 4.2: Measurement properties summary

Furthermore, we run the snake test with 10 different frame sizes and 10 different traffic rates.
Table 4.3 shows the data points we select depending on the line rate on the port configuration.
Due to performance limitations on boilover, we cannot send more than 40 Gbps of bi-directional
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traffic (that is, 40 Gbps in both directions, for a total rate of 80 Gbps) with frame sizes less than
500 bytes over the NIC.

Line rate Bi-directional traffic rates Frame sizes [bytes]

100 Gbps {4, 8, 12, 16, 24, 28, 32, 36, 40} Gbps
{500, 600, 700, 800, 900,
1000, 1100, 1200, 1300, 1500}40 Gbps

25 Gbps {2.5, 5, 7.5, 10, 12.5, 15, 17.5, 20, 22.5, 25} Gbps {256, 300, 384, 512, 600,
768, 1024, 1200, 1300, 1500}

10 Gbps {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} Gbps {64, 96, 128, 192, 256,
384, 512, 768, 1024, 1500}1 Gbps {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} Gbps

100 Mbps {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} Mbps

Table 4.3: Traffic rate and frame sizes for the snake test

Note that the Cisco Nexus receives traffic over QSFP28 ports. For the snake test to evaluate
its RJ45 ports, the power of the QSFP28 endpoints must be subtracted from the total measured
power. Thus, we first determine the model parameters of the QSFP28 ports, before including them
in calculating the dynamic power portion of the RJ45 interfaces. Using our model in Section 3.1
we know the dynamic power portion of the two QSFP28 endpoints.

For the low traffic scenario to determine the offset power Pport,offset(c(i)), we send a load at 1
pps and 1500 bytes frame sizes except for the Cisco Catalyst DUT, where we instead send a load
of 1 Mbps and 1500 bytes. This is because at 1 pps we did not observe any changes in power. We
elaborate on this in Section 5.1.1. Finally, within each iteration of the snake test, after we start
sending a specific traffic load, we wait for 10 seconds before starting to measure the power.



Chapter 5

Evaluation

Using the power model, performance and energy trade-offs can be identified among different port
configurations, as well as among different devices. Moreover, from the power model measurement
results of our three DUTs, we observe that:

• The newer DUTs from 2017 have a significantly higher base power than the Cisco Catalyst
from 2004. However, in terms of dynamic power, the newer devices are much more energy
efficient at processing load than the Catalyst.

• RJ45 ports require more power to maintain than QSFP28 ports for the same line rate.

• For a given interface type and device, lowering the line rate configuration of a port reduces
overall energy consumption.

• Moreover we observe a trend for QSFP28 port that for lower line rate configuration, the
corresponding interface requires more power to process the bits of a frame, than the frame
itself.

• On all devices, we observe a power offset when low traffic is detected. Furthermore, this offset
is negative for RJ45 ports and positive for QSFP28 ports.

The power model parameters are shown in Section 5.1. Lastly, we discuss the topic of validation
of the model in Section 5.2.

5.1 Power Model Parameters

Wedge Switch

• Pbase: 108.1 W

• Ptrx,plugged: 0 W

For the static power parameters Pport,sta(c), Pport,switch(c), and Ptrx,active(c), we used the data
from our previous work [31]. Moreover, for all QSFP28 configurations, we disabled forward error
correction (FEC).

18
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c Pport,sta(c) Pport,switch(c) Ptrx,active(c) Pport,offset(c) Eb(c) Ep(c)

QSFP28: 100G 1.57 W 0.88 W 0.69 W 0 W 1.72 pJ 7.21 nJ
QSFP28: 25G 0.52 W 0.21 W 0.31 W 0.05 W 2.54 pJ 5.62 nJ
QSFP28: 10G 0.31 W 0.21 W 0.1 W 0.06 W 2.66 pJ 4.67 nJ

Table 5.1: Wedge Switch model parameters

Cisco Nexus

• Pbase: 147.01 W

• Ptrx,plugged: 0.11 W

c Pport,sta(c) Pport,switch(c) Ptrx,active(c) Pport,offset(c) Eb(c) Ep(c)

QSFP28: 100G 0.4 W 0.17 W 0.23 W 0 W 5.37 pJ 21.19 nJ
QSFP28: 40G 0.23 W 0.07 W 0.16 W 0.03 W 6.54 pJ 17.64 nJ
RJ45: 10G 2.06 W 2.06 W n/a -0.03 W 6.86 pJ 16.85 nJ
RJ45: 1G 0.93 W 0.93 W n/a -0.03 W 33.83 pJ 18.20 nJ

Table 5.2: Cisco Nexus model parameters

On the configuration QSFP28: 100G we disabled FEC. On the 40G however, we set it to auto since
we could not explicitly disable it.

Cisco Catalyst

• Pbase: 40 W

c Pport,sta(c) Pport,switch(c) Ptrx,active(c) Pport,offset(c) Eb(c) Ep(c)

RJ45: 100M 0.21 W 0.21 W n/a -0.01 W 15.73 pJ 193.13 nJ

Table 5.3: Cisco Catalyst model parameters

5.1.1 Measurement Observation

Grouping the devices in terms of release date, we observe that the base power has changed over time.
The oldest device is the Cisco Catalyst from 2004 with a base power of 40W, and the Cisco Nexus
and Wedge Switch released in 2017 have a base power of 147.01W and 108.1W respectively. This
makes sense as technology has always been pushing in recent years with newer devices featuring
smaller electronics and designed with more complexity and high performance.

On the other hand, if we consider the energy costs Eb and Ep, we observe that the older device
has a noticeably lower energy efficiency. Especially the energy cost for processing packets which
seems to have become more efficient with newer network switches (though it would be great if we
could collect more data from various switches to confirm this observation).
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Another observation is that if we group by interface type, keeping the RJ45 ports active seems to
be more costly than an active QSFP28 for the same line rate. One example from our measurement
is the 10G QSFP28 interfaces of the Wedge Switch with 0.31W, and the 10G RJ45 interface of the
Cisco Nexus with 2.06W respectively.

Optimising energy consumption through port configuration

To get a better idea of the dynamic power and to compare it with its static counterpart, we use
the model to estimate the dynamic power for a single port at maximum load at an arbitrarily
selected frame size of 256 bytes. We assume the setup of the device to be the same as during the
power model derivation and include the transceiver power portion to the interfaces. To derive the
dynamic power, we use the following formula based on the power model:

Pdyn(c) = Eb(c) · 2 · rlinerate(c) + Ep(c) ·
2 · rlinerate(c)
8 · (256 + 20)

+ Pport,offset(c) (5.1)

where rlinerate(c) is the line rate depending on the interface configuration and is multiplied by 2
since we assume bi-directional traffic. A comparison of the static and dynamic power for a single
port in this scenario is shown in Table 5.4.

DUT c Pport,sta(c) [W] Pdyn(c) [W]

Wedge Switch QSFP28: 100G 1.57 1
Wedge Switch QSFP28: 25G 0.52 0.3
Wedge Switch QSFP28: 10G 0.31 0.16

Cisco Nexus QSFP28: 100G 0.4 3
Cisco Nexus QSFP28: 40G 0.23 1.19
Cisco Nexus RJ45: 10G 2.06 0.26
Cisco Nexus RJ45: 1G 0.93 0.05

Cisco Catalyst RJ45: 100M 0.21 0.01

Table 5.4: Interface power at maximum load with 256 bytes frame size

We observe in this traffic case that for almost all DUTs besides the QSFP28 interfaces of
the Cisco Nexus, the dynamic power is smaller than its static power counterpart. In terms of
port configuration, independent of the interface type, we observe that by lowering the line rate,
the cost of the interface Pport,sta(c) is usually lower. The same applies to the dynamic power:
Pdyn(c) decreases for low line rate configuration, which is mainly limited due to the maximum rate
rlinerate(c). To be more precise, we observe that while the energy cost per bit increases slightly
for lower line rate configuration, the port processes significantly less bits due to the configured line
rate. Hence, in total, the dynamic power decreases.

However, what is more interesting in this table are the two rows of the QSFP28 interfaces
at 100G of the Wedge Switch and Cisco Nexus. We observe that the Wedge has a much higher
interface cost than the Nexus. Contrary to that, the dynamic power of the Nexus in this scenario
is three times as high as the Wedge. For simplicity, we do not consider the base power Pbase. Thus,
there is a trade-off between static and dynamic power of the port, and depending on the expected
load, one port is more efficient than the other in terms of energy. This is shown in Fig. 5.1.

In this particular scenario, the 100G ports of the Cisco Nexus are more energy efficient than
the Wedge Switch if the summed load is lower than 117 W, and vice-versa for larger traffic. Thus,
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Figure 5.1: Total port power comparison

using the power model we can quickly identify trade-off of various switches in terms of performance
and energy.

Frame size

In the methodology, we derived an equation that describes the total energy required to process a
single frame of size L. Depending on the values of Eb and Ep, there is a certain threshold Lthreshold

in which the cost of processing the frame is equal to the total energy cost of processing all bits of
this frame. Based on Eq. (3.14), we determine this threshold value with:

8 · Lthreshold(c) · Eb(c) + 8 · 20 · Eb(c) = Ep(c) (5.2)

or equivalently:

Lthreshold(c) =
Ep(c)− 8 · 20 · Eb(c)

8 · Eb(c)
(5.3)

For frames that are larger than Lthreshold bytes means more energy is required to process the bits of
the frame, than processing the frame itself. We could also describe this in another way: Assuming
we have a uniform distribution of frame sizes in the network, having a large Lthreshold value means
that for most of the frames, the energy consumption for processing the frames is higher than the
energy consumption of processing the bits and vice-versa.

Applying this equation to all our DUTs with their corresponding configuration, we obtain the
frame size thresholds which are shown in Table 5.5.

What is interesting is that almost all threshold values are within the range of Ethernet frame
sizes, that is, between 64 and 1518 bytes.
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DUT c Lthreshold(c) [bytes]

Wedge Switch QSFP28: 100G 504
Wedge Switch QSFP28: 25G 257
Wedge Switch QSFP28: 10G 199
Cisco Nexus QSFP28: 100G 473
Cisco Nexus QSFP28: 40G 317
Cisco Nexus RJ45: 10G 287
Cisco Nexus RJ45: 1G 47
Cisco Catalyst RJ45: 100M 1515

Table 5.5: Frame size threshold for different configuration

Moreover, it seems that the lower the line rate, the lower the threshold value. This can also
be seen by comparing the energy costs of each interface type in Tables 5.1 and 5.2: Within each
interface type of the DUT, by lowering the line rate, the cost per bit increases, but at the same
time, the cost per packet decreases. Hence, by Eq. (5.3), the threshold value decreases.

Plotting the data, we obtain Fig. 5.2. We observe that for the QSFP28 type ports, there is a
linear trend of Lthreshold depending on the line rate configuration of the port. On the other hand,
for the RJ45 no trend is visible as we do not have enough data, and moreover, the 100M interface
from the Cisco Catalyst might have used different technologies since it is quite old. Thus, it seems
for QSFP28 interfaces that the threshold increases linearly with the line rate configuration of the
corresponding port. Or in other words: For lower line rate configuration, QSFP28 interfaces usually
require more energy to process the bits of a frame than the frame itself.

Figure 5.2: Lthreshold depending on the line rate configuration
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In terms of energy optimisation, it should be noted that the threshold value Lthreshold is a
metric that describes Eb and Ep relative to each other for a given configuration. Of course, we can
reduce the overall dynamic power by processing as few packets and bits as possible. However, let
us assume that we can choose the length of a given frame. For a port with a low frame threshold
value, it is better to process a smaller frame as the cost of Eb is high, relative to Ep. On the other
hand, for a port with a large frame threshold value, it is more efficient to process a larger frame
because the additional cost per bit is relatively low to the packet process cost. Hence, it makes
sense to send more bits for a relatively low bit energy cost.

Concrete comparison of energy efficiency

To determine which of our DUTs is the most energy efficient device for example, we use a simple
scenario and assume that 6 ports are on average utilized at 20G (summed rate!) with frame sizes
of 256 bytes. Using our model, the expected power at this particular load is given by:

Pswitch = Pbase + 6 · (Pport,sta(c) + Eb(c) · 20 · 109 + Ep(c) ·
20 · 109

8 · (256 + 20)
+ Pport,offset(c)) (5.4)

Assuming we configure our DUTs in such a way that we only activate 6 ports and configure
them equally, we obtain the following expected power sorted by the total switch power Pswitch:

DUT c Pswitch [W] Psta [W] Pdyn [W] Difference to
least efficient config [W]

Wedge Switch QSFP28: 10G 110.89 109.96 0.93 7.23
Wedge Switch QSFP28: 25G 112.13 111.22 0.91 5.99
Wedge Switch QSFP28: 100G 118.12 117.52 0.6 0

Cisco Nexus QSFP28: 40G 150.31 148.39 1.92 10.62
Cisco Nexus QSFP28: 100G 151.21 149.41 1.80 9.72
Cisco Nexus RJ45: 10G 160.93 159.37 1.56 0

Table 5.6: Total power usage depending on port configuration

Comparing the configuration of the devices, lowering the line rate of the interfaces on both
devices is the optimal setting for energy efficiency. Though this is not the case for the RJ45 ports
on the Cisco Nexus: The interface cost of the RJ45 port is significantly higher than the QSFP28
port. We note that while the dynamic power slightly increases for lower line rate settings on the
QSFP28 interfaces, the static power cost has a greater impact on the total power and reduces it
overall.

In this particular scenario, if we lower the line rate of the Wedge Switch from 100G to 10G, we
reduce the total switch power by 6.1%. Similarly, if we use the 40G QSFP28 ports instead of the
10G RJ45 ports, we would lower the switch power by 6.6%.1.

Wedge Switch: Low energy costs

One observation is that on the Wedge Switch, the energy costs are noticeably lower than on the
Cisco Nexus for the QSFP28 interfaces. We believe this may be the case because the data plane

1We are aware that the QSFP28 interfaces of the Cisco Nexus are usually reserved for uplink connections which
require much higher bandwidth and are therefore not suitable for such a scenario. However, we include them here
for the sake of comparison.
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program on the Wedge is programmed in a very simple way: We forward the packets along the
snake route depending on which ingress port they arrived at, and therefore independent of the MAC
addresses. From our previous work, we know that the data plane of the Wedge Switch does indeed
affect the total power. Thus, if we were to program the data plane with basic L2 functionality, and
we then repeat the snake test with the new data plane, it is very likely that the energy costs would
increase, however, only slightly as the functionality of L2 switches does not require very complex
logic. Therefore, in the previous comparison of the energy efficiency between the Wedge Switch
and the Cisco Nexus, we would not observe any significant changes for a relatively small load (20G
at 6 ports each).

Power offset

For almost every DUT, we observe a power offset Pport,offset(c) that appears if low traffic is being
processed, contrary to the power at 0 Gbps. As a matter of fact, for all QSFP28 configurations,
except for the 100G line rate, the offset is positive. We believe this offset comes from a mechanism
at the switch where the interface switches into a low-power state if no traffic is detected for a longer
time period. Similar ideas are discussed in the Energy Efficient Ethernet [19]. It is also possible
that this offset comes from the transceiver rather than the switch.

Moreover, this offset is even negative for all RJ45 interfaces: Fig. 5.3 shows the difference in
including the offset to the derivation of the coefficient aL on the Cisco Catalyst (RJ45 interface
with 100M line rate).

(a) At 0 Mbps, no traffic is sent.
(b) At 0 Mbps, low bi-directional traffic (1 Mbps) is
effectively sent.

Figure 5.3: Derivation of aL on Cisco Catalyst for 100M line rate

We observe that, when no traffic is sent (Fig. 5.3a), the power is even higher than in other
cases where the DUT is utilized and does not match our assumption that the power scales linearly
with the rate. On the other hand, in the low traffic scenario in Fig. 5.3b, the power fits much
better to the linear behaviour. Therefore, we replace the data point at 0 Mbps with the low traffic
scenario and add the offset term in the model to include the power difference. Moreover, on the
Cisco Catalyst in the low traffic scenario, we send 1 Mbps traffic with 1500 bytes frame size, since
at 1 pps (or 12.1 kbps), we observed no difference in power compared to the no-traffic scenario.
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However, it is unclear to us where this negative offset comes from. One speculation is that this
behaviour is device-specific and may only occur on Cisco devices, and therefore depends on the
circuit design of the device.

Cisco Nexus: Power behaviour

We observed a power pattern on the Cisco Nexus switch where the power draw spikes for about 15
seconds in any case. This pattern repeats every 76 seconds. Therefore we set the measurement time
for the Cisco Nexus to match the interval to avoid any influence of the pattern on our power data.
Fig. 5.4 shows this power behaviour. However, we do not understand the source of this behaviour
and have contacted Cisco about this observation for further investigation.

Figure 5.4: Power measurement of the Cisco Nexus. All ports are shut down.

We also observed on the Cisco Nexus that when two additional AOC transceivers (of type LR,
and LR4) were connected to another device, the power increased by 3.9 W even while both interfaces
were inactive. From this observation, we added the additional term Ptrx,plugged to account for this
increase in power, which we assume must come from the transceiver. On the other hand, we did
not observe such behaviour on the Wedge Switch. Though again, this depends on the circuit design
of the device.

5.2 Validation

To validate the power model, we additionally implement a traffic script that varies the traffic load
over time in the snake setup. The problem with this validation process is that we use the exact
setup from which we derived our model parameters. This is because, with our current testbed
featuring one server, we cannot generate sufficient traffic to utilize the DUT more realistically, i.e.
random traffic load over multiple ports at a time.
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We are currently investigating the topic of validation by measuring the power of a Wedge Switch
deployed by SWITCH [16] at the University of Zurich and validating our power model with the
measured data.

In particular, we are measuring the power of the switch over longer periods of time with an
external power meter MCP39F511N we used in our power modelling. In addition, we obtained
traffic data (specifically, the number of packets and bytes processed on several interfaces every 5
minutes) from SWITCH from which we estimate how much traffic is being processed on average
over the ports.

The deployed switch has 7 active interfaces, each equipped with optical transceiver modules
that differ from ours during the power modelling process. Since optical transceivers typically
require more power, our model parameters for the electrical transceiver power do not fit this setup.
Therefore, we replace the term Ptrx with the maximum power usage of the transceivers based on
their datasheet. Moreover, we use the power model including the parameters of the Wedge Switch
(and the transceiver power from the datasheets) to estimate the effective power usage.

At the time of writing, we have measured the switch power over 24 hours. We set our measure-
ment sampling interval to 5 seconds and averaged 60 data points together so that the number of
data points from the measurement and estimate match (concretely, 1 data point every 5 minutes).

By comparing the measured data and the estimated power from the model, we obtain the
following figure:

Figure 5.5: Power measurement and estimation of deployed Wedge Switch.

We observe that the estimated power is roughly 3.8W higher than the measured data. This may
be due to the transceivers: We have included the maximum power cost based on their specification.
The real cost may be lower. On the other hand, we note that there are 4 interfaces on the switch
that appear to handle small loads, but we do not have the corresponding traffic data for these ports.
Therefore a small portion of the dynamic power from these interfaces is missing in the estimate.
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There are errors in our estimation due to missing information. However, if we subtract the
3.8W difference as a constant in our power model, we obtain Fig. 5.6.

We observe that by including the constant offset, the power model seems to give a good estimate
of the effective power draw of the deployed device.

Figure 5.6: Power measurement and estimation (incl. -3.8W offset) of deployed Wedge Switch.

Currently, we are continuing to investigate the validation of power usage by measuring the
power of the deployed switch over longer periods such as weeks. However, from what we have seen
so far, apart from a constant offset that can be explained by missing information, the power model
seems to give a good estimate of the actual power draw of the device.



Chapter 6

Outlook

We described a framework for robustly evaluating a power model for L2 switches. Such a frame-
work allows us to get a better understanding of the energy consumption of switches. Specifically,
modelling the power usage allows us to understand which component contributes how much to the
total power. And by collecting the data from a larger set of devices, we can observe certain trends
related to the energy consumption.

In addition, our model focuses on the configuration of the device, mainly the interface setting.
This allows us to compare the energy consumption of different port configurations over multiple
devices, and it gives us an insight into how much energy we can potentially save by configuring our
switches appropriately.

The framework is designed so that it can be applied to various network switches. By collecting
power data from a larger set of switches, we can perform accurate power analysis at the network
level. This helps us answer questions like how should we select/configure our devices in the network
to reduce the overall power usage while maintaining a reasonable performance? and encourages
sustainable practices.

In terms of future work, we discuss some of the related topics in the following:

Competitive energy benchmark

While it is a valid approach to compare the power draw of network devices through an energy
benchmark, it does not provide deeper insight into the energy consumption of the device component.

The snake test is one potential profile that an energy benchmark could use. Unlike our method-
ology for determining the cost of static power parameters which is very restrictive, the snake test
can be specified to be less confining and allows a benchmark user to configure to be as energy-
efficient as possible, for example by allowing the data plane and the interfaces of the DUT to be
configured to be more optimized for energy. Designing such benchmarks can help network operators
select network equipment optimized for power and can also incentivize vendors to develop more
energy-efficient equipment.

Extending the power model

The power model can be extended to include other characteristics. Examples we described earlier
are the power supply unit efficiency and the fan power.

Another suggestion is to extend the model to L3 devices. However, this may need to include
more complex factors such as the impact of the control plane. This can be challenging if we try to
analyze it through external power measurements as in our current setup.
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Moreover, the transceiver power model is not fully understood. In our work, we assumed that
their power component is constant. However, we do not know for sure whether this is true. It may
be that the power usage scales with the traffic load, therefore, the characterization of the power of
various transceiver types is left for further investigation.

Design of a public database

The long-term vision of this project is to collect power data from many different network devices.
We envision that this data will be shared publicly. Therefore, the design of a public database is
beneficial for collecting the shared data.
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Appendix A

My Appendix

A.1 Example: Dynamic power evaluation from Cisco Catalyst

In this section, we present one result of the dynamic power evaluation of the Cisco Catalyst using
10G line rate configuration on the RJ45 interfaces.

Figure A.1: Dynamic power evaluation: We observe a linear increase in power depending on the
rate. The smaller the frame size L, the higher the corresponding slope aL. We derive slopes aL for
each frame size L through linear regression.

I



A.1. EXAMPLE: DYNAMIC POWER EVALUATION FROM CISCO CATALYST II

Figure A.2: Total energy cost for processing a frame depending on frame size L. Each data point
corresponds to the right hand side of Eq. (3.14): 8 · (L+20) ·aL. By estimating slope and intercept
with linear regression, we can determine the energy cost per bit and the energy cost per packet.
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